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A Low-Complexity Spectro-Temporal Distortion
Measure for Audio Processing Applications

Cees H. Taal, Richard C. Hendriks, and Richard Heusdens

Abstract—Perceptual models exploiting auditory masking are
frequently used in audio and speech processing applications
like coding and watermarking. In most cases, these models only
take into account spectral masking in short-time frames. As a
consequence, undesired audible artifacts in the temporal domain
may be introduced (e.g., pre-echoes). In this article we present
a new low-complexity spectro-temporal distortion measure. The
model facilitates the computation of analytic expressions for
masking thresholds, while advanced spectro-temporal models
typically need computationally demanding adaptive procedures
to find an estimate of these masking thresholds. We show that
the proposed method gives similar masking predictions as an
advanced spectro-temporal model with only a fraction of its com-
putational power. The proposed method is also compared with a
spectral-only model by means of a listening test. From this test
it can be concluded that for non-stationary frames the spectral
model underestimates the audibility of introduced errors and
therefore overestimates the masking curve. As a consequence, the
system of interest incorrectly assumes that errors are masked in a
particular frame, which leads to audible artifacts. This is not the
case with the proposed method which correctly detects the errors
made in the temporal structure of the signal.

Index Terms—Audio coding, auditory modeling, perceptual
model.

1. INTRODUCTION

T is well-known that the properties of the human auditory
I system play an important role in the development of various
audio and speech processing algorithms. One such example is
transparent audio coding where, by reducing the bit-rate, errors
are introduced to a signal such that the distorted signal is per-
ceptually indistinguishable from the original [1]. Here, a typ-
ical approach is to shape the quantization error in the frequency
domain, on a frame-by-frame basis, according to the so-called
masking threshold per auditory band. As long as the error signal
is below this threshold, the original signal will act as a masker
on the error signal. This phenomenon, called auditory masking,
is also exploited in the field of watermarking [2], where some
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type of information is embedded (the watermark) by means of
adding noise in such a way that it is masked by the clean signal.

In order to determine whether an introduced error is audible,
the system under test typically uses a perceptual model. A well-
known perceptual model is the ISO/IEC 11172-3 (MPEG-1,
layer I) psychoacoustic model 1 [3]. This perceptual model is
typically used in the field of audio coding [1], [4], but is also
applied in the field of other audio and speech processing ap-
plications like speech enhancement [5] and watermarking [2].
Here, the masking threshold per frequency band is found by first
separating the signal in tonal and noise maskers, after which for
each of these spectral components a spreading function is de-
fined [1]. Then, by power addition of these spreading functions,
a masking threshold is obtained. This method is based on the
assumption that the detectability of a specific frequency com-
ponent is only determined by the auditory filter centered around
that particular frequency. However, this assumption is notin line
with various results in literature (e.g., [6]), where it is suggested
that the detectability of a specific frequency component is also
determined by off-frequency auditory filters.

Van de Par et al. introduced a perceptual distortion measure,
which we will refer to as the Par-model, including spectral
integration [7]. That is, the detectability of a specific frequency
component is also determined by off-frequency auditory filters.
This method showed better correspondence with data from
psychoacoustic listening tests than the MPEG-1 model. More-
over, it does not need to separate the signal into tonal and noise
maskers. It has been shown that the Par-model leads to better
coding results compared to the MPEG-1 model for various fixed
bit-rates in the field of sinusoidal coding [7]. In addition, the
Par-model is defined as a mathematical norm, which allows for
incorporating perceptual properties in least squares optimiza-
tion algorithms. Examples are found in sinusoidal coding [8]
and residual noise modeling [9]. Note that in the field of speech
processing, mathematical tractable distortion measures are also
used, like the log-spectral distance or distortion measures based
on linear prediction (see, e.g., [10] and [11] for an overview).
Although these measures include some perceptual properties
they do not account for auditory masking effects.

Many perceptual models, like the Par-model and the MPEG-1
perceptual model, assume that the introduced error occurs si-
multaneously with the clean signal within one short-time frame
(20—40 ms) and, therefore, do not take any temporal information
into account. The consequence is that if an error is introduced
before an onset of the clean signal in the same frame, these spec-
tral models will consider the error to be masked, which is actu-
ally not the case. In fact, this will lead to so-called pre-echoes
which are unwanted perceptual artifacts [1]. Although some
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Fig. 1. Basic structure of the proposed model, which compares the internal
representations I, and I,, of the clean () and degraded (y) audio signal, re-
spectively. First an outer middle ear filter is applied followed by an auditory
filter bank. The haircell transduction staged is modeled by an envelope follower.
Finally, a log-transform is applied to mimic the compressive properties of the
outer haircells after which the internal representations are compared by means
of applying a distance measure (see text below for more details).

backward masking may occur to mask the pre-echo, this is typi-
cally not sufficient since backward masking is only present a few
milliseconds before the onset of the clean signal [12], [13]. A
solution to prevent pre-echoes is called temporal noise shaping
[14], which minimizes the squared error by means of frequency
domain linear prediction. However, this method is not based on a
perceptual model. Other solutions are window switching [1] and
moving transient locations [15]. These methods are heuristic in
nature and do also not take into account some type of perceptual
model.

There are more advanced perceptual models available which
do take into account time information. Examples can be found
in the field of computational auditory modeling where neural
firing patterns are obtained by modeling certain stages of the
auditory periphery, e.g., [16], [17]. However, these approaches
are not meant for optimization algorithms in (real-time) audio
and speech processing applications and, as a consequence, may
be computationally demanding. For example, in the advanced
auditory model developed by Dau er al. [17], [18] (Dau-model)
a masking threshold for a given error signal can only be found
by using adaptive procedures [19], as is done in [18], and a
closed-form analytic expression is not available. This means
that when used in a coding environment, for each newly in-
troduced quantization level the model must be applied several

IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 20, NO. 5, JULY 2012

times in order to find an estimation of its masking threshold,
which is computationally demanding. Another problem with
these advanced models is that they are typically not defined
for short-time frames, this in contrast to the Par-model and the
MPEG-1 model. These properties make it difficult to use these
advanced models in the applications we are interested in.

In this paper, a new distortion measure defined for short-time
frames is presented based on a spectro-temporal auditory model.
The measure is simplified under certain assumptions valid for
the applications of interest in this article (e.g., coding, water-
marking). This leads to a more tractable measure in the sense
that analytic expressions now exist for masking thresholds. Fur-
thermore, it will be shown that the proposed methods predicts
similar masking thresholds compared to an advanced spectro-
temporal model with a large reduction in complexity.

II. PRELIMINARIES

Let = and y denote two finite length discrete-time signals of
length N, representing the original and degraded audio signal,
respectively. The degraded signal will be written as y = = +
€, where € can be interpreted as the introduced degradation by
the system of interest (e.g., quantization noise). The N-point
discrete Fourier transform (DFT) of x, say Z, is defined as

N-1
B(k) =Y w(n)e 2N k=0, N-1 (1)
n=0

where k represents the DFT-bin index, 5 the imaginary unit
and n the time index. Similar definitions hold for ¢ and €. Fur-
thermore, circular convolution will be denoted by x(*)y. The
£,-norm of x is defined as

1/p

lzll, = { Y lzm) ) @

In this work, we assume that all time-domain signals and filters
are real valued.

III. PROPOSED SPECTRO-TEMPORAL DISTORTION MEASURE

Fig. 1 shows the structure of the proposed method. First, an
auditory model, which mimics certain stages of the auditory pe-
riphery, is applied to the clean and degraded signal in order to
obtain their corresponding internal representations, denoted by
I ; and I, ;, respectively, where ¢ denotes the auditory channel.
A perceptual difference is then defined by applying a distance
measure between the internal representations denoted by “per-
ceptual distance” in the figure. Note that this approach of mod-
eling stages of the auditory periphery and comparing these sig-
nals in a spectro-temporal auditory domain is typically used by
more advanced perceptual models, e.g., [16], [17], [20], and
[21], and not by short-time models used in online optimiza-
tion algorithms (like the Par-model) due to complexity reasons.
However, we will show that under certain assumptions the com-
plexity of such an advanced auditory modeling approach can be
greatly reduced.

In Section III-A, more details will be given about the audi-
tory model we use, followed by defining a perceptual distance
measure between these internal representations in Section I1I-B.
Then, under certain assumptions, the model will be simplified
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in order to reduce its complexity in Section III-C, followed by
some implementational details in Section III-D.

A. Auditory Model

The auditory model consists of a filter representing the fre-
quency characteristics of the outer and middle ear, followed by
an auditory filter bank resembling the properties of the basilar
membrane in the cochlea. An envelope extraction stage is used
to simulate the properties of the hair-cell transduction. Subse-
quently, a constant is added to represent physiological internal
noise (caused by muscle activity, blood streams, etc.) in order
to introduce an absolute hearing threshold. Finally, a log trans-
form is applied to resemble the compressive behavior due to the
outer hair-cells.

For the outer-middle ear filter a magnitude spectrum equal
to the inverse of the threshold in quiet is used to let the model
correctly predict the absolute hearing threshold. This threshold
describes the playback level of a sinusoid, such that it is just
not perceived by an average listener. A mathematical expression
approximating the threshold in quiet can be found in [1]. For
the auditory filter bank the same gammatone-based approach
as in [7] is used. In total 64 filters are used where the center
frequencies are linearly spaced on an ERB-scale between 0 and
fs/2 Hz, where f, denotes the sample rate.

Let h; denote the joint impulse response of the outer middle
ear filter and the ¢th auditory filter where z filtered by h; is de-
noted by z; = xxh;. Similarly we have y; = yx*h;. Per channel,
the envelope extraction stage is included by taking the absolute
squared value followed by a low-pass filter, say h,. With this, a
mathematical description of the internal representation of x in
the +th auditory filter can then be written as

I.; =log (|z;|* * hs + c1) 3)

where c; denotes the constant representing internal noise. Sim-
ilarly, the internal representation of y can be defined as

Iy; = (|yi|2 *hs +c1) . 4)

B. Perceptual Distance between Internal Representations

In order to define a perceptual difference between x and v,
their corresponding internal representations I, ; and I, ; should
be compared somehow. One procedure is to apply an £,,-norm
on the difference between the internal representations of the
clean and degraded audio signal, where increasing p will give
more importance to high-energy regions in the eventual distance
measure, e.g., spectral peaks in vowels. In this paper, we choose
p = 1. As we will show (see Section V), for this choice of p the
measure can be simplified into a mathematical tractable distor-
tion measure while predicting results with sufficient accuracy
are obtained compared to psychoacoustic listening experiments.

Applying an /; norm to the difference between the internal
representations gives a within-channel detectability defined by

dz(wy) = ||Iyl - II,iHl' (5)
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These within-channel detectabilities are then combined by
means of a summation in order to include the spectral integra-
tion properties of the auditory system

d(il?/y) =C2 ZdL(z,y)
=02 §£:|| yi = Loilly

10 |yi|2*hs+cl

& |z:|? * hs + 1

where an additional calibration constant ¢» is included in order
to set the sensitivity of the model (see Section III-D).

(6)

C. Low-Complexity Approximation

Equation (6) can be approximated by a simpler form which
leads to an analytical expression for the masking threshold as
we will show in Section IV. We assume that = and ¢ are un-
correlated, i.e., E(XE) = 0, which gives the possibility to dis-
card certain cross-terms in the within-channel temporal enve-
lope of y. This assumption is typically valid for quantization
noise in audio coders but also in data-hiding applications like
watermarking. The within-channel temporal envelope of y can
be expressed as

|$i|2*hs—|— |5i|2*hs+2(xi5i)*h5.

)
As a consequence of the averaging properties of the smoothing
low-pass filter hs and the assumption that = and e are uncorre-
lated, it holds that

|yi|2*hs = |xi+5i|2*hs =

2(zie;) x hs = 2E(X;€;) = 0. )
Motivated by this the following approximation is used:

lyil? # hs = (|2:]% + |ei]?) * b ©)

By combining (9) and (6) we get
lei|? * hs
d = E 1 14—
<1177y> C2 7. Og< + |$i|2*hs+cl

Next, we assume that only small errors are introduced to the
clean signal which is typically the case in masking situations.
Therefore, a good approximation of each element in the sum-
mation of (10) can be obtained by only taking into account the
first term of the Maclaurin series expansion of log(1 + z) ~ z.
That gives us the final expression for the new simplified mea-
sure, which will be denoted by D. That is,

15—022

For high playback level, i.e., |7;|? * hs > c1, the measure re-
duces to a spectro-temporal, noise-to-signal ratio per auditory
band. For very low playback levels, i.e., |z;|? * h, < ¢y, it can
be observed that the constant ¢; will dominate the denominator
and therefore an absolute threshold in quiet is introduced.

(10)

|5L| * hg

d
(157"/) |xb|2 % hs + 1

(1)
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D. Implementation Details

The parameters c¢; and ¢, are calibrated such that the model
correctly predicts the threshold in quiet at 1 kHz and the 1 dB
just noticeable level difference for a 70-dB SPL, 1-kHz tone (see
also [7]). It is assumed that an additive distortion ¢ is just not
detectable when D = 1. For this procedure the playback level
of the audio signals must be known where we assume that the
maximum playback level is 96-dB SPL.

For complexity reasons, the outer-middle ear filter, the audi-
tory filter bank and the smoothing low-pass filter are all applied
by means of a point-wise multiplication in the DFT-domain,
where we assume that all filters have a real-valued, even-sym-
metric frequency response, i.e., h(k) = h(—k). This particular
choice will lead to time-domain aliasing due to circular con-
volution; however, proper windowing is used to minimize the
effect of these unwanted artifacts. For the smoothing low-pass
filter h, the magnitude response of a one-pole filter is used with
cutoff frequency f. = 1000 Hz. The cutoff frequency controls
the sensitivity of the model towards the temporal structure of the
clean and degraded signals. The particular choice of f. = 1000
roughly simulates the transduction properties of the inner hair
cells [17]. Let a = —e~27f</fs The frequency response of h,
is then given by

(1+a)

he(k) = :
(k) V/1+a?+ 2acos(2rk/N)

(12)

In order to save computational power the denominatorin (11),
ie., |z; |2 * hg + 1, can be precalculated independent of . The
measure can then be evaluated for any introduced error by just
calculating the spectro-temporal envelope of ¢ divided by this
precalculated term. In fact, the following gain-function can be
precalculated independent of e:

C2

-2 ®h,
TP ®h o N

97 (13)

where the measure can then be expressed as follows (see
Appendix A):

D(z,e) =Y lleigill;- (14)

The measure can now be evaluated for any arbitrary error just
by applying the DFT-based filter bank followed by a spectro-
temporal gain function.

IV. MASKING

A. Masking Threshold

Many applications are interested in a masking threshold of
€ given z, i.e., the maximum level of € such that it is just not
detectable in the presence of z. This threshold can be found
by solving d(z,z + ae) = 1 for o, where « is a scalar con-
trolling the level of the introduced error. Notice that with the
distance measure as defined in (6) it is not straightforward to
determine a masking threshold. Instead of an analytical solu-
tion, a typical approach is to use adaptive procedures similarly
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Fig. 2. (a) Windowed sinusoid of 200 Hz with (c) corresponding temporal en-
velope as defined in (16) and (e) approximated temporal envelope as explained
in Section I'V-B. Similar plots are shown in (b), (d), and (e) for a 2000-Hz sinu-
soid. Only the auditory filter is shown where its center frequency is closest to
the frequency of the sinusoid.

to what is done with real listening experiments [19]. However,
many iterations may be needed to determine an estimate of the
masking threshold which may be computationally demanding.
In addition, depending on the application the procedure has to
be repeated for many different error signals €. Nevertheless, due
to the introduced simplifications for the proposed model, as ex-
plained in Section III-C, we now have the relation D(z, ae) =
a@?D(z,¢). This gives the following solution for the masking
threshold:

= — 15
D(z,¢) (1)

B. Masking Curve

In applications like [7] and [22], knowledge of the masking
curve is required which describes the masking threshold for a
(windowed) sinusoid as a function of frequency. This masking
curve will provide information on how to shape the spectrum of
an introduced error such that perceptual impact of the error is
minimized.

Unfortunately, evaluating (15) for all frequencies of interest
(from 0 to f5/2) may be computationally demanding. However,
due to the introduced simplifications of the model as explained
in the previous section an efficient DFT-based expression for the
masking curve can be obtained. Let a windowed sinusoid (e.g.,
Hann window) be denoted by ex(n) = w(n)cos(2rkn/N),
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where N is the DFT-size and k/N the normalized frequency
of the sinusoid. For slowly time-varying windows the output of
the auditory filter bank can be approximated as

ek @ hi = hi(k)er.

Note, that the auditory filters were defined such that they have a
real-valued spectrum. Hence, no phase shifts and group delays
have to be taken into account. Fig. 2 shows an example where the
actual within channel temporal envelope, i.e., |ex @ h;|>® hs),
and the estimated within channel temporal envelopes based on
(16) are plotted for a 200- and 2000-Hz sinusoid. The plot only
shows the auditory filter where its center frequency is closest
to the frequency of the sinusoid. The figure reveals that a good
approximation is obtained of the actual within channel temporal
envelope for both frequencies.

In order to define a masking curve we have to solve
D(z,a(k)er) = 1 for a(k). By using the approximation in
(16) this gives

(16)

7)

= bk
which can be rewritten in the following form:
= S0 Sl (35 (5"))
:% > i k)

x <||wgi||2+z|<wgi><n>|2cos(‘fé")). (8)

Equation (18) can be expressed in terms of the DFT of the gain
function for each auditory band multiplied with the squared
window function, i.e., |wg;|?. That is,

i = 2w (50020 + Re {fomen)} ) a9

where Re{-} denotes the real part of any arbitrary complex
number. From this equation we can conclude that a complete
masking curve can now be obtained by exploiting the (Fast)
Fourier transform for |wg;|? for each auditory band. Note, that
this is a significant reduce in complexity compared to evalu-
ating (15) for each sinusoid individually with frequency k =
0,1,...,N/2.

F)llengills

V. MODEL EVALUATION AND COMPARISON

To evaluate the proposed method, comparisons will be made
with a sophisticated spectro-temporal model as proposed by
Dau et al. [17], [18] and a simpler spectral-only model by van
de Par er al. [7]. We will demonstrate that the proposed method
shares some of the benefits of the complex Dau-model with re-
spect to predicting masking thresholds for nonstationary sig-
nals, while it has a similar mathematical tractable form like
the Par-model. First both reference models are explained after
which comparisons are made by means of predicting masking
curves and computational complexity.
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A. Reference Models

1) Par-Model: The Par-model is based on the energy de-
tection model from the field of signal detection theory as pro-
posed by Green and Swets [23], where the task is to detect
a probe (e.g., sinusoid) in the presence of some masker (e.g.,
white noise). For this model it is assumed that at the output of
an auditory filter, the signal is absolute squared followed by a
temporal integration procedure (note that this model is of a sim-
pler form than the one which is used in the proposed method
from Fig. 1). As a consequence, the listener observes the stim-
ulus power at the output of an auditory band which is considered
to be stochastic (e.g., due to internal noise). Under the assump-
tion that the stochastic processes are independent and Identi-
cally distributed (i.i.d.) Gaussian and that the auditory system
uses an optimal detector to detect the probe in presence of the
masker it can be shown that the ratio between the increase in
probe power and the standard deviation of the masker is defined
as the sensitivity index d* [23]. The sensitivity index (i.e., dis-
tortion detectability) is monotonically increasing related to the
probability of correctly detecting the probe in presence of the
masker (i.e., a higher d* implies a higher probability of correctly
detecting the probe in presence of the masker).

Van de Par et al. [7] suggested to combine the within-channel
sensitivity indices over all auditory bands by means of an addi-
tive operation in order to mimic the spectral integration prop-
erties of the auditory system (see, e.g., [6] and [24]). Temporal
integration is included by multiplying this summation with a
factor V. As a consequence, increasing the playback length of
a signal will result in a higher predicted detectability, which is
in accordance with a human observer up until lengths of approx-
imately 300 ms [25]. Similar as with the proposed method the
auditory filters are implemented by means of a point-wise mul-
tiplication in the DFT-domain, hence, a circular convolution in
the time-domain. This leads to the following perceptual distor-
tion measure:

wleills

Dpar
|37L||2 ta

=Nex) e i

i

(20)

where c; is included in order to introduce a threshold in quiet
and ¢, is used to modify the sensitivity of the model. Both pa-
rameters are calibrated such that the model correctly predicts
the masking threshold of a 1-kHz tone in silence and the 1 dB
just noticeable level difference for a 70-dB SPL, 1-kHz tone.
The model is calibrated such that D,,, = 1 corresponds to a
distortion at the threshold of detection of € [7].

Note, that the Par-model also has an efficient implementation,
where a gain function only depending on x can be precalculated
[similarly as in (14)]. By using Parseval’s theorem, i.e., ||z||? =
(1/N)l#
used:

Ipar(K) 2y

Z ¥ ||w1||2+Nc

to express the Par-model as an efficient frequency weighted ¢
norm [7]

DPGT (1177 6) = ||é(}pa1||; (22)
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Van de Par et al. have shown that the masking curve for the
Par-model can be directly related to the inverse of this spectral
weighting function g4, [7]. However, the masking curve in [7]
is based on rectangular-windowed, normalized complex expo-
nentials rather than sinusoids. By introducing a normalization
factor \/2/N a full masking curve for rectangular windowed
sinusoids is given as follows (an efficient expression for the
masking curve for other types of windows is not defined in [7]):

V2
a(k) (N (23)

2) Dau-Model: The Dau-model acts as an artificial observer
and is originally used for accurately predicting masking thresh-
olds for various masking conditions [17], [18]. It has a similar
approach as the proposed method in the sense that it compares
internal spectro-temporal representations. In order to obtain an
internal representation, a 64-channel auditory filterbank is first
applied, where the haircell transduction process is modeled by
half-wave rectification followed by a 1-kHz low-pass filter. To
introduce an absolute threshold, the hair cell output is limited
to a minimum value. The auditory model is more advanced in
the sense that it also models the nonlinear properties of the au-
ditory system due to neural adaptation. This is incorporated by
means of the so-called adaptation loops, which will put more
emphasis on strong temporal fluctuations, e.g., transients, while
more stationary sounds are converted approximately logarith-
mically [17]. Temporal integration of the auditory system is in-
cluded by means of a 8-Hz low-pass filter per auditory band, fol-
lowed by addition of internal noise simulated by Gaussian i.i.d.
white noise. To let the model correctly predict the threshold in
quiet, an outer-middle ear filter is applied before the auditory
filterbank, similarly as with the proposed and Par-model.

In [17], the perceptual distance between two signals is deter-
mined by a correlation based comparison. Due to the addition
of internal noise, the internal representations are stochastic and
therefore this perceptual distance is also stochastic (similarly
as with a real listener). Since we are interested in the average
behavior of the model we use the approach from [26] and [27],
where it has been shown that the average detectability can be de-
scribed by summing the squared /> norms between the internal
representations, per auditory band. Let ¥, ; and ¥, ; denote the
time-domain signals of the internal representations for the ¢th
auditory band of the clean and degraded signal, respectively. In
line with [26] its perceptual distance is then defined by

1
Dilr.) = 1 \/Z 4= 0l

(24)

where o represents the standard deviation of the internal noise.
The calibration of ¢ and the used minimum value to limit the
haircell output is done similarly as with the proposed method
and the Par-model.

Note that for the Dau-model no analytic expression exists to
obtain a masking threshold, in contrast to the Par-model and
the proposed model. Instead, we use the bisection method to
estimate the masking thresholds. The iterative procedure was
stopped when the error was smaller than 0.1 dB. In order to
obtain a masking curve, the masking threshold is determined
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for a limited set of 30 sinusoids, with frequencies logarithmi-
cally spaced between 100 and 10000 Hz. We found that 10-20
iterations was typically sufficient to obtain an estimate of the
masking threshold.

B. Prediction of Masking Curves

To illustrate the correspondences and the differences be-
tween the two reference models and the proposed model several
masking curves will be predicted. For all models a sample-rate
of 44.1 kHz is used.

Masking curves are predicted for a 50-dB SPL, 1 kHz tonal
masker with a length of 200 ms including 10-ms ramps. How-
ever, in this case three different time segments are analyzed as
shown in Fig. 3, where masking curves are predicted before,
during and after the onset of the tonal masker, denoted by Frame
I, I, and III, respectively, in the figure. The first frame contains
only silence, the second frame partly silence followed by a part
of the sinusoid and the last frame is the complete windowed si-
nusoid. The three plots on the right show the predicted masking
curves for all models. The bottom-right plot also contains results
from psychoacoustic listening tests [28] to evaluate the model
predictions.

For the first frame it can be observed that the predictions for
all three models are in correspondence, where they correctly
predict the masking curve to be equal to the threshold in quiet.
However, for the second frame a clear difference is observed for
the Par-model. While the proposed method and the Dau-model
both predict a masking curve close to the threshold in quiet, the
Par-model discards the preceding silence of the masker which
leads to a significantly higher masking curve. Since backward
masking (see, e.g., [12] and [13]) is only present from a few
milliseconds before the onset of the masker, the masking curve
for the first frame should be close to the threshold in quiet. This
is in correspondence with the results predicted by the proposed
method and the Dau-model. For the third frame, the sinusoidal
masker is present in the complete frame; therefore, the pre-
dicted masking curves for all models are similar. In the bottom
right plot, results from psychoacoustic listening experiments are
shown [28] on top of the predicted masking curves, which are
in accordance with the predictions for all models.

A similar example is illustrated in Figs. 4 and 5, which show
a short-time segment of speech for a transient and a vowel re-
gion, respectively. In both figures the spectrum is downscaled
for visual clarity. For the transient region one can clearly see
that the masking curve is much higher for the Par-model com-
pared to the proposed method and the Dau-model. Hence, the
proposed method detects the sensitivity towards an introduced
error before the onset of the transient similarly as the advanced
Dau-model. Employing this property in an audio-coding context
will lead to, e.g., less pre-echoes or more intelligible consonants.
All three models are more in correspondence for the predicted
masking curves for the vowel region as is shown in Fig. 5. This
is due to the fact that the within-temporal envelopes of the vowel
have more or less the same temporal structure as the windowed
sinusoids which determine the masking curve.

Notice that the masking curves for the Dau-model are slightly
lower for lower frequencies compared to the proposed model in
Figs. 4 and 5. A possible cause for this could be the sensitivity
of the adaptation loops towards the preserved phase structure
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Fig. 3. Example to illustrate the difference between the proposed method, the spectro-temporal Dau-model and the Par-model [7] which is only based on spectral
information. Masking curves are predicted by all models before (Frame I), during (Frame II) and after (Frame III) the onset of a 50-dB SPL, 1 kHz tonal masker
with a length of 200 ms (subplots at the left). Their corresponding predicted masking curves are show in the right column plots, where the open circles in the
bottom-right plot denote results from psychoacoustic listening experiments [28].
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Fig. 4. Short-time (40-ms) transient region of speech (top plot) with predicted
masking curves for the proposed method, the Par-model [7] and the Dau-model
[17] (bottom plot). The spectrum is down-scaled for visual clarity.

at lower auditory bands. However, the difference between the
proposed model and the Dau-model is much smaller compared
to the masking curve overestimation for the Par-model for the

Spectrum
_ 00| T Farmosel [
% _ VZa N Dau model
N\ S
3 50f g

103 10
Frequency (Hz)

Fig. 5. Short-time (40-ms) vowel region of speech (top plot) with predicted
masking curves (mc) for the proposed method, the Par-model [7] and the Dau-
model [17] (bottom plot). The spectrum is down-scaled for visual clarity.

transient signal. We also would like to add that the Dau-model
can also predict masking effects due to neural adaptation, i.e.,
forward and backward masking [12], [13]. This property is not
present with the proposed method. However, we believe that for
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TABLE I
NORMALIZED PROCESSING-TIME
Frame length N | 128 256 512 1024 2048
1) Model evaluation

Par-model, Eq. (20) 0.55 0.69 1.00 1.64 3.99
Proposed, Eq. (11) 1.30 2.02 322 7.95 16.35
Dau-model, Eq. (24) | 140.38  142.12 14822 159.50 184.24

2) Model evaluation with fixed x
Par-model, Eq. (22) 0.26 0.26 0.28 0.29 0.35
Proposed, Eq. (14) 0.51 0.70 1.04 1.94 4.05
Dau-model, Eq. (24) | 71.00 72.30 76.81 79.83 92.35

3) Masking curve prediction

Par-model, Eq. (23) 0.15 0.22 0.39 0.91 1.63
Proposed, Eq. (19) 0.86 1.34 2.46 9.07 21.48
Dau-model No analytic expression available

the applications of interest in this work, these masking effects
are less important compared to the difference between a spec-
tral-only and a spectro-temporal model.

C. Complexity

To give an impression of the computational power needed for
the proposed method in relation to the two reference models,
the computation time is measured for several frame lengths and
conditions. All three models are implemented in Matlab. For the
Dau-model the IIR-based auditory filterbank in [29] is used and
the complex adaptation loops are implemented in a C++—based
MEX file for computational efficiency. The experiments are per-
formed on a laptop with an Intel Core2 Duo CPU T7700 run-
ning at 2.4 GHz. In total three different processing conditions
are considered.

1) Evaluation of the perceptual distance for a given x and «.
This refers to (11), (20) and (24) for the proposed, Par and
Dau-model, respectively.

2) Evaluation of the perceptual distance for a given € when
z is fixed. This is a relevant situation for, e.g., a rate-dis-
tortion loop in a coder. This refers to (14) and (22) for the
proposed and Par-model, respectively. For the Dau-model
(24) is used where 1), ; is precalculated once and stored.

3) Evaluation of a complete masking curve given x. This
refers to (19) and (23) for the proposed and Par-model,
respectively. Note that the Dau-model is not included in
this test since no analytic expression exists for a com-
plete masking curve. A masking curve is typically used in
data-hiding and coding applications to spectrally shape the
introduced error in order to perceptually “hide” the intro-
duced error more efficiently.

For each condition and model, Gaussian i.i.d. vectors of x and

e are generated! for N € {128,256,512,1024,2048}. These
are typical frame lengths relevant for digital audio and speech
processing applications. The performance for each model, con-
dition and frame length NV is obtained by taking an average com-
putation time over 100 evaluations. The results are shown in
Table I where the processing times are normalized with respect
to the first condition for the Par-model where N = 512. Notice
that the numbers given in Table I are rough estimates that are
meant as an indication. In general they depend on implementa-
tional details.

1A more realistic scenario would be to use speech or music for x; however,
this will not affect its processing time.
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From the table it is revealed that the proposed method is a
factor 10-100 times faster than the Dau-model, depending on
the frame length and type of test. The main reason for this dif-
ference in performance is most likely the use of a log-transform
instead of the sophisticated adaptation loops and the use of an
FFT-based filterbank instead of the IIR-based gammatone fil-
ters. Despite the fact that the Dau-model has no analytic expres-
sion for the masking curve available, an estimation of this curve
could be obtained by means of an adaptive procedure per sinu-
soid (as explained in Section V-A2). However, this means that
we have to evaluate the Dau-model for each of the (N/2 + 1)
sinusoids, multiplied with the number of iterations needed in
order to obtain a masking threshold for one sinusoid (10-20 in
the experiments from the previous section). Given that the eval-
uation of a complete masking curve for the proposed model is
already much faster than evaluating the Dau-model only once
(see Table I), one can imagine the large reduction in complexity
with the proposed method when one is interested in a masking
curve.

Taking into account short-time temporal information comes
with a computational cost compared to spectral-only models
like the Par-model. This is also what can be concluded from
the table where the Par-model is, in general, 3—15 times faster
than the proposed model depending on the frame-size and type
of test. However, this difference is much smaller than the dif-
ference in performance between the proposed model and the
Dau-model. Other ways to reduce the computational complexity
of the proposed model can be considered by, e.g., reducing the
amount of auditory filters.

VI. EXPERIMENTAL RESULTS

In this section, we demonstrate the properties of the proposed
model by means of experimental results and make a comparison
with the Par-model. The Dau-model is not included in this com-
parison since it does not provide the analytical expressions for
masking thresholds and masking curves needed in order to gen-
erate the signals in the experiment, as will become clear in the
remainder of this section.

To illustrate the properties of the proposed model, several
audio signals are generated with degradations that are typical
for audio and speech processing applications where auditory
masking is exploited. A common approach is to spectrally shape
the introduced errors according the masking curve in order to
perceptually “hide” the introduced error efficiently. For these
applications there is typically a constraint involved which influ-
ences the amount of added noise. For example, the total number
of bits in an audio coder or the amount of information and ro-
bustness of an embedded watermark. For demonstration pur-
poses, these errors are artificially introduced to several clean
signals based on the proposed model and the Par-model after
which their results are compared.

Clean signals are degraded by i.i.d. Gaussian noise where
the noise-only signal is first segmented into short-time (32 ms),
50% overlapping windowed frames and filtered with the pre-
dicted masking curve belonging to the corresponding short-time
frame of the clean signal. This filtering operation is applied by
means of a point-wise multiplication in the DFT-domain, where
a square root Hann analysis and synthesis window is used. The
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total amount of noise that is added to the clean signal is con-
trolled by a constraint on the segmental SNR. The level of the
masking-curve filtered noise is adjusted per short-time frame,
such that the summation of all individual frame-distortions for
the model under consideration is minimized. With this approach
it is expected that the proposed method will put less noise in
transient regions and add more noise in more stationary frames,
in contrast to the Par-model.

Let m denote the frame-index, M the total number of frames,
r the segmental SNR constraint in dBs and «,,€,,, the masking-
curve filtered noise for the mth frame. Here «,, is a scalar
which controls the level of the noise in that particular frame.
The globally optimal distribution of all noise-levels (i.e., .,
form =1,..., M) is then given by finding the minimum of the
following constrained cost function:

J(al,...,]\/[7 )‘) = Z D (.’I)m7 OlmE:n)

||lm||
Am& m 2

where €, = e ||Zm||5/|lem]|, denotes a normalized version
of &y,, which implies ||z,||, ller,|l5- As a consequence
of this normalization and using the relation D(Z,,, @méem) =
a2 D(x,,,¢€,,) of (11), the cost function can be expressed as
follows:

(25)

J(oa, v, N)= Z D (xyn,hy) @2 AN Z log (a2
| | (26)

where

o —M log(10)r

10 @7

In order to find the optimal distribution of the noise over the
frames, given the segmental SNR constraint, the minimum of
(26) is found by setting the derivative of the cost function to
zero with respect to a1, a7 and A, that is,

/ /
OJrtX) oy o 2N
8am ) Um
OJ(ax,. m,N)
— 5y = glog (am) -7 =0. (28)
Solving this gives
1/M
<e,x 11D (zm, e;n)>
pio N m (29)

D (zy,¢})

where [ is used to denote the frame-index of interest. Note, that
due to the similarity between the proposed model and the Par-
model the derivations for the Par-model in order to distribute the
noise is identical. For the proposed model the cutoff frequency
of the low-pass filter hs was lowered to 125 Hz, which resulted
in a better noise distribution between transient and stationary
frames.
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Fig. 6. Illustration of the noise distribution for the proposed model and the
Par-model for the castagnettes excerpt. Subplot (a) shows the clean reference
signal, where the distribution of the SNRs per frame for both models is shown
in (b). Plots (c) and (d) show the added noise for both models. Notice that the
proposed model detects the temporal structure within a short-time frame and
puts less noise within transient-frames in contrast to the Par-model.

A. Example

To illustrate the differences in noise distribution between the
proposed model and the Par-model, Fig. 6 shows the results for
the castagnettes excerpt. Here, the segmental SNR was set to
10-dB SNR. In subplot (b), the SNR is plotted per frame, where
it can be clearly observed that the proposed method increases
the SNR in the frames when a transient is encountered (i.e., the
proposed method adds less noise in these frames). The bottom
two plots in Fig. 6 clearly show that the Par-model adds a lot of
noise in the transient regions. The proposed method on the other
hand adds more noise in the more stationary regions in order to
fulfill the constraint. As will follow from the listening test (see
the next section), adding more noise in the transient regions is
perceptually more disturbing than the small increment of noise
in the non-transient regions.

B. Listening Test

The proposed method and the Par-model are compared by
means of an informal subjective listening test. Several excerpts
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Fig. 7. Average results and standard errors across all subjects for all of the four excerpts. Noise was added to the reference signals at two different segmental
SNRs (0 and 5 dB) for the proposed model (Prop) and the Par-model (Par). Higher scores imply better quality.

are degraded with the noise-distribution procedure as explained
in the previous section. A sample rate of 44.1 kHz is used.
The excerpts consist of castagnettes, tubular bells, Kraftwerk
and Celine Dion which have a length of 7, 12, 12, and 13 sec-
onds, respectively. Here the first three signals have strong tran-
sient regions, for which it is expected that the proposed model
will show different performance than the Par-model. The Ce-
line Dion fragment contains less transient regions and therefore
more similar performance is expected between the two models
for this excerpt. The constraints are set to 5- and 10-dB seg-
mental SNR. In total, ten subjects participated in the listening
test, which is similar to a MUSHRA (MUltiple Stimuli with
Hidden Reference and Anchor) test [30]. The signals were pre-
sented via headphones, where the subjects were able to adjust
their volume control to a comfortable level. In total, five dif-
ferent versions for each excerpt had to be ranked on a scale be-
tween 0—100 where a higher score denotes better quality. The
five signals consist of four degraded versions of the excerpt (2
SNRS for each model) and a hidden reference. The subjects
were instructed that a hidden reference was included and were
asked to grade this signal with a score of 100. Furthermore, the
subjects had access to the clean reference signal for comparison.
The participants consisted of employees of Delft University of
Technology and have performed in similar listening tests before.
They were not connected in any way to this project.

The average scores of the listening test for all subjects are
shown in Fig. 7 for each excerpt separately. From the results we
can conclude that given a segmental SNR, the subjects preferred
the proposed method over the Par-model for all signals, except
for the Celine Dion excerpt. For Castagnettes and Kraftwerk,
the proposed model has even similar performance at 5-dB SNR
compared to the Par-model at 10-dB SNR. Statistical analysis is
performed to verify whether these differences are significant by
means of a statistical significance paired t-test for two depen-
dent samples [31]. The null hypothesis is that both means are
equal, while the alternative hypothesis corresponds to the situ-
ation that the mean score of the proposed model is higher than
the score from the Par-model. Table II shows the p-values of the
likelihood that the null hypothesis is true. The alternative hy-
pothesis is accepted at a significance level of @ = 0.05. From
this analysis it can be concluded that the proposed method shows
statistically significant better performance for all excerpts, ex-
cept Celine Dion. For the Celine Dion fragment, the difference

TABLE II
DETAILS ON THE PERFORMED T-TESTS FOR THE ALTERNATIVE
HYPOTHESIS THAT THE SUBJECTIVE SCORE FOR THE PROPOSED
MODEL IS HIGHER THAN THE PAR-MODEL

Segmental SNR = 10 dB Segmental SNR = 5 dB

Significant? p-value Significant? | p-value

Castagnettes Yes 0.0011 Yes 0.0007
Tubular Bells Yes 0.0048 Yes 0.0470
Kraftwerk Yes 0.0106 Yes 0.0227
Celine Dion No 0.7700 No 0.8785

between the Par-model and the proposed model was not statis-
tically significant, as was hypothesized.

VII. RELATION BETWEEN PROPOSED MODEL AND THE
PAR-MODEL

In the previous experiments it was shown that the proposed
method is more sensitive to transient regions compared to the
Par-model. Notice that this sensitivity of the model towards
the temporal structure of the signal can be controlled with the
cutoff frequency f. of the smoothing filter hs. Here, a lower
cutoff frequency implies a lower sensitivity towards the tem-
poral structure and hence the model behaves more like a purely
spectral distortion measure. In fact, it can be shown that the pro-
posed model and the Par-model are identical when the cutoff
frequency f. of the smoothing low-pass filter A, is set to 0 Hz
in (11). Inspection of (12) shows that for a cutoff frequency of
0 Hz, we get the following magnitude response of h:

1, k=0

otherwise. (30)

Recall that the smoothing low-pass filter was implemented as
a point-wise multiplication in the DFT-domain. Therefore, the
output of the within-channel temporal envelope is now equal to
its mean squared value:

(Jzil* @) NZm (k) (k)em kN

Lo

= [P (0)hs(0)
1

= llwills- (31)

Note that the within-channel temporal envelope of x is now a
constant value independent of time n. If we follow the same
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procedure for obtaining the within-channel temporal envelope
of the error ¢, the distortion measure from (11) can then be ex-
pressed as

 wlleillze

N llwillzu+ e

022

i

(32)

where u(n) = 1 forn = 0,..., N — 1. The argument of the
{1 norm is now a constant positive signal, independent of n.
Therefore, the summation over 7 in this norm can be replaced
by a multiplication with the total signal length N, which, in fact,
gives the expression for the Par-model

(33)

Flleilly
—vay AL,

|$t||2 +ta

Note that the underlying auditory model of the Par-model is of
a simpler form than the auditory model of the proposed spectro-
temporal distortion measure (as explained in Section III-A). For
example, a hair-cell model and a log-transform are not taken into
account. With (33) we can conclude that the Par-model can actu-
ally be derived from a more complex auditory model if and only
if f. = 0. Also of interest is the multiplication with IV in (33),
which follows directly from the derivations. In the Par-model
this multiplication was artificially introduced in order to include
the temporal integration properties of the auditory system [7].

VIII. CONCLUSION

A new perceptual distortion measure is presented based on a
sophisticated spectro-temporal auditory model, which is simpli-
fied under certain assumptions valid for auditory masking appli-
cations like coding or watermarking. This led to a more tractable
distortion measure in the sense that analytic expressions now
exist for masking thresholds. This is typically not the case for
more advanced spectro-temporal models, which need compu-
tationally demanding adaptive procedures to estimate masking
thresholds. Furthermore, the distortion measure is of a simpler
form since it can be evaluated for any arbitrary error just by ap-
plying a DFT-based auditory filter bank, followed by a multipli-
cation with a spectro-temporal gain function. This gain function
is only dependent on the clean signal and denotes the sensitivity
to errors over time and frequency and can be reused for any ar-
bitrary error. The proposed method gave similar masking pre-
dictions as the advanced spectro-temporal Dau-model with only
a fraction of its computational power.

It has been shown that the proposed model can be interpreted
as an extended version of the Par-model: a perceptual model
based on spectral integration which ignores time-information.
The benefits of the proposed method compared to the Par-model
are made clear in several experiments, from which it can be con-
cluded that for nonstationary frames (e.g., transients) the Par-
model underestimates the audibility of introduced errors and
therefore overestimates the masking curve. As a consequence,
the system of interest incorrectly assumes that errors are masked
in a particular frame which may lead to audible artifacts like
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pre-echoes. This was not the case with the proposed method
which correctly detects the errors made in the temporal struc-
ture of the signal.

APPENDIX

Derivation of spectro-temporal gain function g; In this ap-
pendix, it will be shown how to rewrite (11)to (14). Recall that
the distortion measure was defined as follows:

|5i|2®hs

- = 7 34
|z:|2® hs + 1 1 34)

D(z,e) =co Z
Next we use the fact that the argument of the /1 norm in (34)

is positive and the property ||z||1 = ||zl/2||2 when z > 0. By
defining the signal,

C2

bj= ——7"———
|z:|2® hs + c1

(35)

the distortion measure can now be expressed in terms of an inner
product:

D(z,¢) —CQZH el @hs) i)% )
= (5P @1 B (= @h) 1))
XCQZ<|@| ® he, bi) -

(36)

By applying Parseval’s theorem we get the following expression
in the frequency domain:

7 (PO b).

By using the duality of a circular convolution in the time-do-
main and a point-wise multiplication in the frequency domain
we have

), bih > :

= 5 S {EPhte) = 5 S (T
9)

Since hs was defined real (see Section III-D) we have that hs =
h:. Therefore, by applying Parseval’s theorem again the fol-
lowing measure in the time-domain is obtained:

:Z<|ai|2,bi®h5>.

n

D(z,e) = 37)

D(x,¢)

D(z,¢) (39)

Now let

g; =bi®hs = ®hs (40)

|2i|* @ h +
be defined as a spectro-temporal varying gain function. Due to
the fact that g; > 0, the proposed method can now be written as
a summation of weighted /5 norms per channel:

=Y leimg)® = Y el

(41)
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