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Abstract—In general, single-channel noise-reduction algo-
rithms do not improve the speech intelligibility for normal-
hearing listeners. In order to understand this problem, a reliable
objective intelligibility measure is of great interest. Such a
measure could be used for analysis and/or optimization of noise-
reduction algorithms. For this application it is important that
the objective measure can correctly predict the difference in
intelligibility before and after noise reduction. Typically, existing
studies do not evaluate objective measures for this property.
Five objective measures (STOI, CSTI, DAU, CSII and FWS) are
evaluated in order to let them predict the intelligibility before and
after noise reduction. The measures CSTI, DAU, CSII and FWS
significantly overestimated the intelligibility of the noise-reduced
speech. This was not the case with STOI, which is therefore a
new potential candidate for analysis and/or optimization in the
field of single-channel noise reduction.

I. I NTRODUCTION

Single-channel noise reduction is a common feature in many
DSP-based speech-communication devices (e.g., in mobile
phones, digital hearing aids) in order to recover an underlying
clean speech signal from a noisy observed speech signal. It
has been shown that single-channel noise-reduction algorithms
can successfully improve the speech quality (i.e., pleasant-
ness/naturalness of speech) [1]. However, a recent evaluation
also showed that these algorithms, in general, do not im-
prove the speech intelligibility for normal-hearing listeners [2].
Inventing a single-channel noise-reduction algorithm which
improves speech intelligibility is currently one of the main
challenges in this research field.

In order to gain more knowledge in the field of intelligibility
improvement of single-channel noisy speech, a reliable objec-
tive intelligibility measure (i.e., a distance measure which has
high correlation with speech intelligibility) is of great interest.
Such an objective measure could be used for the analysis of
existing conventional noise-reduction algorithms and perhaps
explain why there is no gain in intelligibility. In addition, new
noise-reduction algorithms could be developed which optimize
for such an objective measure. For these two applications (i.e.,
analysis and optimization) it is important that the objective
measure can correctly predict the difference in intelligibility
before andafter noise reduction. For example, the predictions
from such an objective measure applied to signals obtained
from a conventional single-channel noise-reduction algorithm
should be in line with the fact that there is no significant

change in intelligibility (i.e., the predictions should also not
change significantly due to noise reduction). Conversely, a
significant improvement of the objective measure due to noise
reduction should also imply an improvement in speech intel-
ligibility. Unfortunately, a standard and well-known objective
intelligibility measure like the speech transmission index (STI)
[3] incorrectly predicts a large intelligibility improvement due
to noise reduction [4]. For many other objective intelligibility
measures it is unknown if they can predict the effect on
intelligibility due to noise-reduction.

Typically, evaluative studies (e.g., [5]) report figures of
merit (e.g., correlation coefficient) from which it is difficult
to conclude if an objective measure can correctly predict the
difference in intelligibility before and after noise reduction.
An (artificial) example of this problem is illustrated in Fig.
1, where a scatter-plot is shown between the predicted and
measured intelligibility scores for different noisy and noise-
reduced conditions (e.g., different SNRs and noise types).
For this example a correlation coefficient ofρ = 0.92 is
obtained, which is generally considered as good performance.
However, the plot illustrates that the noise-reduced conditions,
in general, are more to the right of the diagonal line compared
to the noisy, unprocessed conditions. This implies that the
measure overestimates the intelligibility of the noise-reduced
speech. Hence, next to conventional figures of merit, additional
information (e.g., a plot like Fig. 1) is needed to determineif
an objective measure can predict the effect of noise reduction.

In this paper we present the results from an intelligibility
listening experiment conducted for the evaluation of two
different single-channel noise-reduction algorithms. Five ob-
jective measures are evaluated in order to let them predict the
intelligibility scores from this listening test. Besides reporting
several figures of merit, additional plots are given to reveal
if these measures can correctly predict the difference in
intelligibility before and after noise reduction.

II. L ISTENING EXPERIMENT

A listening experiment is conducted to evaluate the intel-
ligibility of unprocessed (UN) noisy speech followed by two
different single-channel noise-reduction algorithms. That is, A)
the standard MMSE-STSA algorithm by Ephraim-Malah (EM)
[6] which was developed under the assumption that speech
and noise DFT coefficients are Gaussian, and B) an improved
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Fig. 1. Despite high correlation (ρ=0.92), an objective measure can
report incorrectly higher intelligibility scores for noise-reduced (NR) signals
compared to unprocessed (UN) noisy speech.

version by Erkelenset al. (SG) [7], which assumes the speech
and noise DFT coefficients to be super-Gaussian and Gaussian
distributed, respectively. For both algorithms, the a priori SNR
is estimated with the decision directed approach [6] with
a smoothing factor ofα=0.98. The noise PSD in EM and
SG is estimated using Minimum Statistics [8] and the noise-
tracker described in [9], respectively. Maximum attenuation is
limited to 10 dB in both algorithms. In SG, the parameters
describing the assumed super-Gaussian density of the speech
DFT coefficients areγ=1 andν=0.6, see [7] for details.

The signals are taken from the Dantale II corpus [10] and are
degraded by additive speech-shaped noise (SSN) at a sample
rate of 20 kHz. Five different SNRs are considered (-8.9 dB, -
7.7 dB, -6.5 dB, -5.2 dB and -3.1 dB), which were chosen such
that the psychometric function of clean speech degraded by
SSN (derived from earlier experiments, see [11]) was sampled
approximately between 50% and 100% intelligibility.

Fifteen normal-hearing Danish-speaking listeners were
asked to judge the intelligibility of the noisy signals and the
two enhanced versions. The signals were presented diotically
through head-phones (Sennheiser HD 280 pro) at a sound
pressure level of approximately 65 dB SPL (A-weighted). The
three processing conditions (i.e., UN, EM and SG) and 5 SNR
values make up 3*5=15 conditions. For each of the 15 condi-
tions, each listener is presented with 10 five-word sentences.
The average score for all users and for one condition was
consequently obtained by the average percentage of correct
words.

The results from the listening experiment are shown in Fig.
2. As can be observed, both noise-reduction algorithms havea
very small effect on the speech intelligibility compared tothe
intelligibility of the noisy unprocessed speech. No statistical
significant intelligibility improvements were measured due to
either of both noise-reduction algorithms. This result is in line
with the results from [12] where, in general, no noise-reduction
scheme could improve the intelligibility of noisy speech.
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Fig. 2. Average intelligibility scores and standard errorsfor unprocessed
(UN) speech-shaped noise degraded speech, and two noise-reduction schemes
(EM, SG). See text for more details.

III. O BJECTIVE INTELLIGIBILITY MEASURES

In total five different objective intelligibility measuresare
included in this evaluation. These are all a function of the
clean and the modified speech signal (i.e., UN, EM, SG).
We will only highlight the main aspects of each model and
motivate why it is included in this evaluation. For further
details about each objective measure the reader is referredto
its corresponding reference.

The short-time objective intelligibility measure (STOI)
[13] is developed by the authors and shows high correla-
tion (ρ=0.95) with the speech intelligibility of ideal binary
masked (IBM) noisy speech from [11]. Although IBM and
conventional single-channel noise reduction algorithms are
different techniques, they both apply some time-frequency
varying gain function to the noisy speech. Therefore, we
hypothesized in [13] that STOI could be a potential candidate
for speech-intelligibility prediction of single-channelnoise-
reduced speech.

The perceptual model developed by Dauet al. (DAU)
[14], acts as an artificial observer and is originally used for
accurately predicting masking thresholds for various masking
conditions. More recently it has also been shown that the
model can be used as a good intelligibility predictor for
IBM-processed speech [15]. Similarly as with STOI, it may
therefore be a potential candidate for speech-intelligibility
prediction of single-channel noise-reduced speech.

In [16], an evaluation is presented for various STI-based
intelligibility measures. One STI-based measure includedin
this evaluative study is the normalized covariance-based STI
(CSTI), which shows promising results with respect to spectral
subtraction [16] (i.e., a conventional single-channel noise-
reduction algorithm). It is of interest to see if these results
also hold for the noise type and noise-reduction algorithms
included in this evaluation.

Recently, a new version of the frequency weighted segmen-
tal SNR (FWS) was proposed in [12]. The measure has good
performance with respect to speech-intelligibility prediction of
single-channel noise-reduced speech in the evaluative study of
[5]. However, it has not been evaluated yet in order to predict



the difference in intelligibility before and after noise reduction.
Finally the coherence speech intelligibility index (CSII)

[17] is included, which shows good correlation with various
nonlinear distortions (e.g., peak clipping). An earlier study
already reported that CSII predicts an incorrect intelligibility
improvement due to noise reduction [18]. However, the model
has not been evaluated with the combined noise type (SSN)
and noise-reduction schemes (EM, SG) included in this paper.
It is of interest to see if our results will be in line with [18]
also under these conditions.

IV. GENERAL PROCEDURE

To evaluate the objective measures, 30 five-word sentences
are used from the corpus, where for each sentence the corre-
sponding modified sentence (e.g., UN, EM, SG) is obtained.
The clean speech sentences and the modified speech sentence
are then concatenated separately, resulting in one clean and one
modified speech signal with a length approximately equal to
90 seconds. Before evaluation, noise-only regions (i.e., regions
where no speech is present) are removed as described in [13].

Typically, objective measures do not directly predict an ab-
solute intelligibility score but instead some monotonic relation
is present between the objective scores and the results fromthe
listening experiment. A mapping is needed in order to obtain
an absolute intelligibility score between 0% and 100%. The
logistic function is used for this,

f (d) =
100

1 + exp (ad+ b)
, (1)

where a and b are free parameters, which are fitted to the
intelligibility scores with a nonlinear least squares procedure,
andd denotes the objective score for one particular objective
measure. This logistic function is only fitted to the UN-
conditions, which is then used to predict the absolute intelligi-
bility scores for the noise-reduction conditions. In this manner
the UN-conditions will be well predicted by all objective
measures. Fig. 3 illustrates an example of this calibration
process for DAU. The logistic function clearly fits the data
points very well for the UN-conditions, which can now be
used to let the model predict the absolute intelligibility scores
for the other noise-reduced conditions.

The performance of all objective measures is evaluated with
the RMS of the prediction error (RMSE),

σ =

√

1

S

∑

i

(si − f (di))
2
, (2)

wheres refers to an intelligibility score obtained in processing
conditioni andS denotes the total number of processing con-
ditions. In addition, the maximum absolute deviation (MAD)
is included,

MAD = max
i

(|si − f (di)|) , (3)

which reveals the worst-case prediction for each objective
measure on speech intelligibility due to noise reduction. Since
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Fig. 3. Results of the calibration process for DAU. A logistic function
is fitted to the intelligibility scores of the noisy unprocessed speech (UN),
which is then used to predict the intelligibility scores forthe other processing
conditions.

the UN-conditions were included in the calibration process
they areexcluded in the evaluation of Eqs. (2), (3).

For the illustrative example from Fig. 1 this general eval-
uation procedure would measure the distance of the NR-
conditions from the dashed, diagonal line. Hence, the RMSE
and MAD will reveal the ability of each objective measure to
predict the effect on intelligibility due to noise reduction.

V. RESULTS

The scatter plots of the predicted and measured intelligi-
bility scores for all objective measures are shown in Fig. 4.
A perfect prediction would imply that all points are fitted by
the dashed diagonal line. Due to the calibration procedure,all
objective measures almost perfectly predict the intelligibility
scores for the unprocessed noisy conditions (UN). Remaining
data points appearing to the right of the dashed diagonal
line imply an incorrect predicted over-estimated intelligibility
improvement due to noise reduction.

The best performance is obtained with STOI, which had
the lowest RMSE of 4.4%. Even for the worst-case MAD
only an intelligibility improvement of 6.9% is reported. These
overestimated improvements are very low and fall within a
similar range as the standard errors from the estimated mean
intelligibility scores from the listening experiment (SeeFig.
2). Note, that STOI has already high correlation (ρ=0.95) for
a different large dataset [11] for both unprocessed noisy and
ideal binary masked noisy speech [13]. No parameters of STOI
have been modified in this paper.

The measures CSTI, DAU, CSII and FWS all four signif-
icantly overestimated the intelligibility scores of the noise-
reduced speech with RMSEs, 12.7%, 10.5%, 12.6% and
11.4%, respectively. Hence, one should take into account this
overestimation when using these measures for analysis and
optimization in the field of single-channel noise reduction. For
the conventional STI [3] (The conventional STI is different
from the CSTI used in this paper) and CSII [17], it was
already known from literature that the speech intelligibility is
overestimated after noise reduction, [4] and [18], respectively.
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Fig. 4. Prediction results for all objective measures for unprocessed (UN) speech-shaped noise degraded speech followed by two noise-reduction algorithms
(EM, SG). Measures are calibrated on (UN). RMS of the prediction error (σ) and the maximum absolute deviation (MAD) are indicated at thetop of each
plot. The condition responsible for the MAD is highlighted with ’+’.

Our results show that this problem is also clearly present
for CSTI, DAU and FWS when used for the evaluation of
SSN-degraded speech followed by noise-reduction from EM or
SG. The observation that CSII also overestimated the speech-
intelligibility after noise-reduction is in line with the results
from [18].

Speech corrupted by SSN and the noise-reduction algo-
rithms EM and SG are relatively basic conditions in the field
of single-channel noise reduction. Reliable objective intelligi-
bility measures for these particular conditions are already of
great interest. However, in order to verify if the results from
this paper also hold for other noise-reduction algorithms and/or
noise-types more experiments are needed.

VI. CONCLUSIONS

In this paper five objective intelligibility measures (STOI,
CSTI, DAU, CSII, FWS) are evaluated in order to predict
the difference in intelligibility before and after single-channel
noise reduction. Two noise-reduction algorithms are consid-
ered, applied to speech-shaped noise (SSN) degraded speech
at various SNRs. From the results the following conclusions
can be drawn:

• Out of all measures, STOI correctly predicted no large
changes in intelligibility due to noise-reduction. This
makes STOI a new potential candidate for analysis and/or
optimization in the field of single-channel noise reduc-
tion.

• The measures CSTI, DAU, CSTI and FWS all four
largely overestimated the intelligibility scores of the
noise-reduced speech compared to the noisy unprocessed
speech. One should take into account this overestimation
when using one of these measures for analysis and/or op-
timization in the field of single-channel noise reduction.

• Good performance of an objective measure with respect
to some figure of merit (e.g., correlation coefficient) is not
sufficient to verify if an objective measure can correctly
predict the effect on intelligibility due to noise-reduction.
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