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RLS-Based Initialization for Per-Tone Equalizers in DMT Receivers
Katleen Van Acker, Geert Leus, Marc Moonen, and Thierry Pollet

Abstract—Per-tone equalization has recently been proposed
as an alternative receiver structure for discrete multitone-based
systems improving upon the well-known structure based on
time-domain equalization. Fast initialization of all the equalizer
coefficients has been identified as an open problem. In this letter,
a recursive initialization scheme based on recursive least squares
with inverse updating is presented for the per-tone equalizers.
Simulation results show convergence with an acceptably small
number of training symbols. Complexity calculations are made for
per-tone equalization and for the case where tones are grouped.
It is demonstrated with an example that in the latter case, initial-
ization complexity becomes sufficiently low and comparable to
complexity during data transmission.

Index Terms—Asymmetric digital subscriber line (ADSL),
discrete multitone (DMT), equalization, recursive least squares
(RLS).

I. INTRODUCTION

D ISCRETE MULTITONE (DMT) has become an impor-
tant transmission method, for instance, for asymmetric

digital subscriber lines (ADSLs) [1]. A conventional equaliza-
tion scheme for such a DMT modem consists of a time-domain
equalizer (TEQ) which shortens the channel impulse response
such that the total impulse response is shorter than the cyclic
prefix, followed by a one-taps frequency-domain equalizer for
each tone [3], [5], [8].

As an alternative to TEQ,per-tone equalizationhas been
proposed in [6]. There is no TEQ involved in the system,
but a -taps per-tone equalizer (PTEQ) is inserted for each
tone separately. This scheme enables performing true signal-to-
noise ratio (SNR)-optimization per tone, in contrast with the
TEQ-based scheme, while complexity during data transmission
is kept at the same level. Moreover, PTEQ has been shown
to have a significantly reduced sensitivity to the so-called
synchronization delay. This delay determines which received
samples belong to the same received symbol.
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An initialization formula has been derived in [6] which is ap-
plicable when a channel model is available, as well as signal
and noise covariance matrices. This direct initialization is com-
putationally intensive. Hence, there is a strong need for a less
complex initialization algorithm.

In this letter, a recursive initialization scheme based on
so-called recursive least squares (RLS) with inverse updating
is presented. It is demonstrated that this scheme achieves
initialization with an acceptably small number of training
symbols. As a significant part of the RLS computations can
be “shared” among the different tones, this is achieved at an
acceptable computational cost.

II. PTEQ IN A DMT MODEM

The concepts of PTEQ are briefly reviewed. For more de-
tails, we refer readers to [6], where it is also shown that such
an approach clearly outperforms the well-known TEQ (channel
shortening) approach.

The per-tone approach is based on transferring the TEQ oper-
ations to the frequency domain (i.e., after the fast Fourier trans-
form (FFT) demodulation) which results in a-taps PTEQ for
each tone separately, fed with the outputs of a sliding FFT oper-
ation. At first sight, multiple FFTs are needed for each symbol.
But it is demonstrated in [6] that, for every-taps PTEQ, there
exists a modified -taps PTEQ which has as its inputs the corre-
sponding output of only one FFT and real difference terms.
The modified equalizers then have two functions: they equalize
the channel impulse response, and at the same time, incorporate
the sliding Fourier transform computations, whereas the orig-
inal equalizers only equalize the channel impulse response. Let
us describe this in more detail. Supposeis the FFT size and

is the length of the PTEQ. Collecting the received
samples related to symbol periodin the
vector , the PTEQ for theth tone, denoted by the
vector , then has as its inputs theth output of the FFT, de-
noted by , and difference terms,
denoted by , where
is the identity matrix, is the all-zero matrix,
and is the th row of the FFT matrix . The
optimal modified equalizers, which give rise to maximum SNR
on each tone, are then found by

(1)
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Fig. 1. SFG for inverse updating RLS-based equalization.

where is obtained by reversing the entries of, and is
the subsymbol on toneat symbol period .

III. RLS-BASED INITIALIZATION

Direct equalizer coefficient computation, based on the
knowledge of the channel impulse response as well as the
signal and noise characteristics, has an excessively high com-
putational cost. However, (1) may also be used for a training
sequence-based initialization of the PTEQs. If a training
sequence , , is transmitted, the
optimal is computed as [compare to (1)]

(2)

with . This least-squares estimation problem
may be solved recursively.

Least mean squares (LMS)-based schemes [2] for the PTEQs
have a low computational complexity. However, they have poor
convergence properties and have been shown to require an ex-
cessively large number of training symbols.

Here, an initialization based on an RLS scheme [2] for each
tone is presented. Such a scheme has optimal convergence
properties, and hence, achieves initialization with an acceptably
small number of training symbols. More specifically, we use
RLS with so-called inverse updating [4]. This scheme is based
on storing and updating a lower triangular matrix , which

is such that , with the covariance

matrix of the filter input , together

with the least-squares estimate at iteration . The fol-
lowing formulas, with the tone index omitted for compact
notation, describe the RLS algorithm.

Algorithm Inverse Updating
For
Given: , new observation vector , desired response

Step 1.Form the matrix-vector product

Step 2.For determine unitary transformations
so that

Step 3.Update

Step 4.Update

end
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Fig. 2. SFG for inverse updating RLS-based PTEQ.

In Step 2, performs a complex Givens rotation1 acting upon
the th and the last component of

such that the th component is zeroed. For further details, we
refer to [4]. Fig. 1 gives the signal flow graph (SFG) for the
RLS algorithm with inverse updating. Note that is a decision
device. The output of this device may be used as the so-called
desired response input, for further training in decision-directed
mode, during data transmission.

1Represented by a hexagon in the SFG.

By applying this algorithm to PTEQ, one obtains Fig. 2.
An important aspect in view of the overall computational
complexity, is that the common real inputs (the
difference terms) give rise to a real triangular part in the
SFG which is common to all the used tones, i.e., matrix2

. The complex FFT output is taken
as the th input to the adaptive filter. This input makes the
row complex, and different for different tones. Also
note that the filter coefficients are updated in the following
order: , where , the tap with complex
input, is the right-most coefficient in the SFG. The update of
the filter coefficients is also executed separately for each tone.
In conclusion, the overall structure contains one real triangular

2Matlab notation.
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part, the output of which is used for further processing for each
tone separately. For each tone, additional computations are
executed corresponding to the last two “rows” in Fig. 1.

IV. COMPLEXITY

The complexity numbers given in the sequel are measured
in number ofreal multiplications.3 Initialization complexity of
PTEQ based on an RLS scheme for each tone then becomes:

1) For the real part of (common for all used tones):
a) for the matrix vector product;
b) for the real rotations (four

multiplications per rotation).
2) For the complex part of and filter update (per tone):

a) for the matrix vector product;
b) for the complex rotations (nine multiplica-

tions per rotation with one real and one complex input);
c) for the filter update.

The real part is quadratic in but shared by all used tones,
while the complex part is linear in and executed for each
tone separately. The latter part will mostly dominate the total
complexity, e.g., for ADSL downstream transmission, where

, with the total number of used tones. By assuming
and the symbol duration , we have as total

complexity .
While performance is almost the same for both per tone and

per tones equalization if is not too large (see [6] and [7] for
more details), it can be shown that the overall complexity drops
significantly when tones are grouped. The first term reduces to

when tones are combined into groups of
tones. As an example, we take (ADSL downstream)
and (see Section V), which leads to a complexity of
roughly . It is seen that, in this case, ini-
tialization complexity is comparable to complexity during data
transmission, namely [6].

V. SIMULATION RESULTS

Fig. 3 gives some ADSL simulation results for the down-
stream standard channel T1.601-#9 with additive white noise
of 140 dBm/Hz. The symbol size is 512, the prefix length
is 32, and the used tones are from tone 38 up to tone 256 with
power spectral density equal to40 dBm/Hz. The sample rate

is 2.208 MHz. The equalizer size is 16 and the initial
values are set to with “1” in
the ( )th position, and . PTEQ is compared
with per 11 tones equalization for the RLS algorithm with in-
verse updating.

Fig. 3(a) shows the bitrate as a function of the number
of training symbols for per tone (in dashed-dotted line) and
per 11 tones (in solid line) equalization. Also the optimum
bitrate, computed with direct initialization, is plotted for both
schemes. The obtained bitrates are seen to be almost the same:
7.1882 Mbit/s (for per tone equalization, in dotted line) and
7.1719 Mbit/s (for per 11 tones equalization, in dashed line). In

3A multiplication of a real number with a complex number is counted as two
real multiplications and a multiplication of two complex numbers is counted as
four real multiplications.

(a)

(b)

Fig. 3. Simulation results for RLS with inverse updating. (a) Bit rate for per
tone and per 11 tones equalization. (b) SNR for PTEQ.

Fig. 3(b), SNR distributions are plotted for PTEQ for different
lengths of the training sequence. It is seen that convergence to
optimal performance may be achieved with an acceptably short
training sequence.

VI. CONCLUSIONS

A recursive initialization procedure based on RLS with in-
verse updating is presented for PTEQ initialization. It is demon-
strated that part of the signal flow graph is common to all used
tones, leading to a significant complexity reduction. Complexity
calculations are presented and simulation results show conver-
gence with an acceptable number of training symbols.
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